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ABSTRACT 

Agriculture is the backbone of most economies in Africa, including Uganda, and 

groundnut is one of the five most important oilseeds produced in the world and in 

Uganda. The crop plays a critical role in the food and nutrition security of both 

animals and humans.  The optimal production of the crop is challenged by several 

factors, including limited access to quality seed, limited access to quality extension 

service, poor management of pests and diseases, and weak farm records management, 

among others. The crop is susceptible to many diseases, causing a decline in 

productivity and quality, all of which affect the agricultural economy. Traditional 

detection methods by farmers and researchers are knowledge-intensive, time-

consuming, costly, and less accurate, necessitating the need to develop newer 

approaches which are more reliable and usable by farmers who have limited expert 

knowledge.  Five major foliar diseases of groundnuts include groundnut rosette, early 

and late leaf spots, Bacterial wilt, and rust. Therefore, the main purpose of this study 

was to investigate the effectiveness of Artificial Intelligence to enable mobile models 

to detect groundnut rosette disease.  The model described in this paper was developed 

with and without stepwise resizing and simultaneously validated using cross-entropy 

loss. The dataset used for training and validation purposes was manually created. To 

evaluate the performance of the model, various performance metrics such as 

accuracy, sensitivity, F1 score, and precision were applied and achieved a perfect 

precision value of 100% at a high confidence threshold of 0.964 and F1 score of 0.8 

at a high confidence threshold of 0.454 demonstrating the model's balanced 

effectiveness in identifying groundnut rosette disease. The Groundnut Rosette 

Disease Diagnosis Using Plant Physiological Feature Image Processing Technique 

model achieved reliable accuracy with a limited dataset of 9 groundnut rosette scale 

rates. 
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RÉSUMÉ 

L’agriculture est le pilier de nombreuses économies africaines, dont l’Ouganda, 

et l’arachide figure parmi les cinq principales oléagineuses au monde et dans 

le pays. Cette culture joue un rôle clé dans la sécurité alimentaire et 

nutritionnelle, tant pour l’animal que pour l’humain. Sa production optimale 

est toutefois entravée par des facteurs tels que l’accès limité à des semences de 

qualité, des services de vulgarisation insuffisants, une gestion lacunaire des 

ravageurs et maladies et une tenue défaillante des registres de ferme. 

L’arachide est sensible à de nombreuses maladies, causant un déclin de la 

productivité et de la qualité, avec des retombées macroéconomiques négatives. 

Les méthodes traditionnelles de détection, mobilisées par les agriculteurs et les 

chercheurs, requierent des connaissances poussées, sont chronophages, 

coûteuses et imprécises, ce qui justifie le développement d’approches 

nouvelles, plus fiables et utilisables par des producteurs non spécialistes. Les 

cinq principales maladies foliaires comprennent la rosette de l’arachide, les 

taches foliaires précoces et tardives, le flétrissement bactérien et la rouille. 

L’objectif de cette étude est d’évaluer l’efficacité de l’intelligence artificielle 

pour permettre à des modèles embarqués sur mobile de détecter la rosette de 

l’arachide. Le modèle décrit a été développé avec et sans redimensionnement 

progressif et validé simultanément via la perte d’entropie croisée. Le jeu de 

données d’entraînement/validation a été constitué manuellement. Pour evaluer 

la performance du model, plusieurs métriques tels que l’exactitude, 

sensibilité/rappel, score F1, précision ont été utilisés and ont montré une 

précision parfaite de 100 % à un seuil de confiance élevé de 0,964 et un 

score F1 de 0,8 à un seuil de 0,454, démontrant l’efficacité équilibrée du 

modèle pour identifier la rosette. Le modèle « diagnosis de la rosette de 

l’arachide utilisant la technique d’exploitation des images des paramètres 

physiologiques de la plant » atteint une exactitude fiable avec un jeu de données 

limité à neuf niveaux d’échelle de sévérité de la rosette.  

Mots clés: détection, apprentissage profond, maladies foliaires de l’arachide, 

réseaux de neurones, Ouganda. 

INTRODUCTION 

Uganda is implementing the Fourth National 

Development Plan (NDP IV), which seeks to 

transform the country into a 500-billion-dollar 

middle-income economy driven by five major 

sectors: agriculture, services, tourism, 

construction, and manufacturing. In the 

agriculture sector, oil crops, including 

groundnuts, have been earmarked as strategic 

value chains for sector transformation. 

Groundnut (Arachis hypogaea L.) is a legume 

crop that is being grown worldwide and plays an 

important role in the agriculture sector and for 

food security. The crop is a major source of 

vegetable oil and protein for human  

consumption, as well as a cash crop for farmers 

in many regions (Reddy et al., 2003; Okello et 

al. 2015a). In Uganda, groundnuts are a source 

of income and employment for many value 

chain stakeholders (Mugisha et al., 2014), both 

Male and Female, with an estimated 557 million 

dollars per year on the Ugandan economy. Most 

of the varieties traditionally grown by farmers in 

Uganda are landraces adapted more for survival 

than yield (Okello et al., 2010). Key varieties 

grown in Uganda include Serenut 14R, 8R, 5R, 

11T, 9T Redbeauty, and Igola, grown under 

moderate rainfall that is well distributed and 

relatively low altitude below 1500mm (Okello 

et al., 2015b). The crop is primarily grown in 

Uganda’s Northern and Eastern regions by  
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small-scale farmers. However, despite the 

contribution of the crop to household food 

security and income, pests and diseases, 

particularly groundnut Rosette (Okello et al., 

2010b), are the most important production 

constraint. The groundnut Rosette disease has 

the potential of destroying the crop and resulting 

in 100% yield loss if not detected and prevented 

early enough before the crop reaches the 

flowering stage (Okello et al., 2010; Mugisa et 

al., 2016).  The advent of Information and 

Communication Technologies (ICTs), 

especially the Internet and Artificial 

Intelligence, has revolutionized the way we live 

and work (Mirembe et al, 2019). From 

enhancing delivery of agriculture extension 

services (Mirembe et al, 2016), delivery of 

financial services to unserved communities 

(Mirembe et al., 2008), to delivery of online 

classes in education (Mpirirwe et at., 2021), 

these technologies continue to reshape the way 

humans live and work, more so how farmers 

manage their enterprises for enhanced farm 

productivity (Mwesigwa et at., 2016). Thus, 

advanced image processing techniques coupled 

with the advancement of smartphone 

computation capabilities provide an excellent 

opportunity for real-time detection and mapping 

of groundnut diseases.  It is important to note 

that early detection of groundnut rosette 

diseases is the most important step in the 

management of the disease and mitigating its 

spread.  Traditional or classical crop disease 

detection and identification approaches heavily 

rely on tacit knowledge of agricultural experts 

who are limited in number to provide timely 

diagnosis to farmers to support effective 

decision making (Ramcharan et al., 2017). It is 

worth noting that Uganda’s agriculture sector 

still struggles with an insufficient number of 

extension workers, resulting in farmers having 

limited access to quality extension services 

(Mirembe et al, 2016).  Therefore, the Artificial 

Intelligence and associated opened up new 

possibilities for real-time, cost-effective crop 

disease detection, identification and diagnosis in 

the field (Ramcharan et al., 2017). Image 

recognition and deep learning techniques, such 

as deep convolutional neural networks, have 

shown promise in accurately identifying and 

classifying crop diseases based on leaf images 

(Zhou et at., 2024). These advancements in 

technology have significantly improved disease 

management and enhanced the productivity of 

the groundnut value chain.    

Automated image recognition and deep learning 

for crop disease detection and severity level 

prediction have been demonstrated for crops 

such as wheat ( Sapre et al., 2021), beans (Abed 

et al., 2021; Laixiang et al., 2023;  Gomez et al., 

2024; Noviyanto et al., 2024), and cassava 

(Anusha et al., n.d.; Gopi et al., 2024). 

Groundnut disease diagnosis has also been 

demonstrated, such as binary classification into 

healthy and unhealthy (Sangeetha et al., 2024), 

Multi-classification for different disease classes 

(Tambe et al., 2024) by previous research, but 

research on disease severity is lacking.  Thus, 

the main purpose of this study was to develop a 

mobile device-based deep learning model for 

infield-based diagnosis of groundnut rosette 

disease severity detection to provide rapid, 

reliable, and timely results, thereby saving the 

crop. The study was inspired by the need to 

provide an easy-to-use, practical solution to 

farmers with low literacy and minimal expertise.  

Literature Review Different researchers have 

used different deep learning models to obtain 

accurate results for groundnut disease detection 

and diagnosis using images. Convolution 

Neural Network (CNNs), separable 

convolutions, Visual Geometry Group, ResNet, 

DenseNet, MobileNetV2, and Inception V3 

transfer learning and YOLO models are some of 

the deep learning models that have been used 

(Jagan Mohan and Mohammed Nazer, 2022). 

Groundnut Disease Detection using 

Convolutional Neural Networks (CNN):  The 

CNN family defines a class of deep learning 

models that perform object detection in two 

phases (Du et al., 2018). Various researchers 

have used CNN and their variants to address the 

problem of automated groundnut disease 

diagnosis. Kukadiya et al. (2024) introduced a 

Deep Convolution Neural Network model, 

CNN8GN, with transfer learning to classify 

groundnut diseases into six classes, namely, 

Healthy, Alternaria, Early leaf Spot, Late leaf 

spot, and rust, and achieved an accuracy of 
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99.11% during training and 91.25%. 

Independently, Rajmohan et al. (2022) using a 

Convolutional Neural Network (CNN) model in 

combination with k-means clustering to 

segment and classify the ground diseases into 

four classes with an average accuracy of 93 %.  

Furthermore, studies by Sivasankaran et al. 

(2022) and employed the VGG 16 Model neural 

network utilizing the Adam optimizer to detect 

and classify groundnut disease into five classes 

with an accuracy of 99.82%.  

Similarly, Vaishnnave et al. (2020) used the 

deep Convolutional Neural Network (DCNN) to 

classify 10 groundnut diseases (Alternaria leaf, 

Pestalotiopsis, Bud necrosis, tikka, Phyllosticta, 

Rust, Pepper spot, Choanephora, early and late 

leaf spot). This research achieved 99.88% 

accuracy. In 2022, Rakholia et al. (2022) 

proposed CNN- based architecture with 

progressive resizing to classify six major 

groundnut diseases (leaf spot, armyworms 

effect, wilts, yellow leaf, and healthy leaf). This 

study achieved a detection accuracy of 96.12%, 

again demostrating a high effectiveness of these 

CNN models. Futhere studeies by Kursun et al. 

(2023) which used the AlexNet in conjunction 

with Grad-cam for model explainability to 

classify groundnut diseases into five classes and 

achieved a 99.02% accuracy, while that of 

Anbumozhi and Shanthini (2024) which 

proposed Groundnut Leaf Diseases 

Identification, Classification with 

Convolutional Neural Network (GLDICCNN) 

to classify five classes of groundnut diseases 

achieved a respectable accuracy of 99.73%. 

Relatedly, Anbumozhi and Shanthini (2023) 

proposed the progressive Convolutional Neural 

Network (PGCNN) to classify groundnut leafy 

images in healthy and unhealthy; the unhealthy 

classes comprise the four classes of groundnut 

diseases that include Early spot, late spot rust, 

and Rosette. The model produces an accuracy of 

97.58%. Patayon and Renato (2022) examined 

the performance of pre-trained 16, VGG16, 

VGG19, InceptionV3, MobileNet, DenseNet, 

Xception, InceptionResNetV2, and ResNet50 

architectures and different deep learning 

optimizers on the classification of groundnut 

Leaf Spot disease; with e DenseNet-169 

producing a high accuracy of 98%. 

Paramanandham et al. (2024) introduced a deep 

learning model architecture called the leaf net 

and used it to classify groundnut diseases into 

six classes using the groundnut leaf dataset. The 

classes of concentration were early leaf spot, 

early rust, healthy leaf, nutrient deficiency, rust, 

and late leaf spot, and achieved an accuracy of 

97.225%. Table 1 shows the accuracy of the 

different algorithms that have been tested.  

 

 

Table 1. Summary of different algorithms that are used in groundnut disease detection and classification. 

Paper Algorithm Part of plate 

image data 

used 

Number 

of images 

Diseases classified Accuracy 

Kukadiya et al., 

(2024)  

Deep Convolutional 

Neural Network 

(GNN8GN) with transfer 

learning 

Leafy 5322  Early leaf 

spot 

 Late leaf spot 

 Alternaria 

 EarlyRust  

 Late Rust 

 Healthy  

99.11% on training 

91.25% on testing 

 

Rajmohan et al., 

(2022)  

CNN with K-means 

clustering 

Leafy Not 

specified 
 Early leaf 

spot 

 Late leaf spot 

 Alternaria 

leaf 

 Rust   

93% 
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Sivasankaran et al. 

(2022) 

Jagan Mohan and 

Mohammed Nazer 

(2022) 

CNN with K-means 

clustering 

Leafy 54,306  Early leaf 

spot 

 Late leaf 

spot,  

 Alternia leaf, 

 Rust Disease  

 Bud Necrosis 

 Health leaf 

93% 

Vaishnnave et al. 
(2020) 

 

CNN leafy 6400  Alternaria 

leaf, 

 Pestalotiopsis

,  

 Bud necrosis,  

 tikka,  

 Phyllosticta,  

 Rust,  

 Pepper spot, 

 Choanephora,  

 Early  leaf 

spot 

 late leaf spot 

99.88%  

Rakholia et al. 

(2022) 

 

CNN with  progressive 

resize 

leafy 1289  leaf spot,  

 armyworms 

effect,  

 wilts,  

 yellow leaf,  

 healthy leaf 

96.12% 

 

Kursun et al. (2023)  AlexNet  with with Grad-

cam for model 

explainability  

leafy 3058  Early leaf 

spot 

 Late leaf 

spot,  

 Rust Disease  

 Nutrition 

Deficiency 

 Health leaf 

99.02%  

Anbumozhi and 

Shanthini (2024). 

 

CNN leafy 4670  Early Leaf 

Spot 

 Late Leaf 

Spot  

 Rust 

 Rosette 

 Health leaf 

99.73% on training 

96% on testing 

Anbumozhi and 

Shanthini 

(2023)  

Progressive CNN leafy 619  Healthy 

 Unhealthy  

97.58% 

Patayon and Renato 

(2022)  

pre-trained 16, VGG16, 

VGG19, InceptionV3, 

MobileNet, DenseNet, 

Xception, 

InceptionResNetV2, and 

ResNet50  

leafy 1,000  Leaf Spot  98% accuracy with 

DenseNet-169 - 
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From Table 1 it is evident that most of the 

previous research on groundnut disease 

detection and classification concentrated on 

grouping the diseases into various categories but 

does not provide information about the severity 

of the disease, which is very essential to the 

farmers in deciding on appropriate mitigation 

measures as soon as possible.  At the same time, 

these models are computationally expensive and 

do not support real-time object detection on 

resource-constrained handheld devices (Chen et 

al., 2020). It is worth noting that timely disease 

identification and diagnosis, and control are the 

most critical actions in crop growth monitoring 

for optimal yield expectation. Therefore, this 

research aimed at developing a machine 

learning model that assesses the severity of 

groundnut rosette in a farm setting and provides 

recommendations for disease management. 

 

YOLO (You Only Look Once) Family. Unlike 

the CNNs that perform multiple object detection 

in two stages, the YOLO (You Only Look Once) 

models define a class of deep learning 

algorithms that efficiently and accurately detect 

multiple objects in a single image frame ( Du et 

al., 2018; Chen et al., 2020; Fan et al., 2023). 

The YOLO algorithm provides an innovative 

approach to object recognition and detection in 

the field of computer vision as it facilitates real-

time object recognition and detection in both 

images and video streams within a single phase  

(Zong et al., 2023).  Different researchers have 

used YOLO and its variants in the detection of 

plant diseases such as for hell paper diseases 

(Mathewand and Jyoti, 2022); Leafy Tomato 

disease and pests (Liu and Wang, 2020); 

Eggplant disease (Nasution and Kartika, 2022); 

Mulberry leaf disease orange by year (Padma 

Reddy, 2021). These models have provided 

good results in the recognition and classification 

of crop diseases in real-time. 

STUDY METHODS 

Data collection and dataset description. 

Image data of groundnut rosette disease were 

collected from two national groundnut research 

centers within Uganda. These two research 

centers were National Semi-Arid Resources 

Research Institute (NaSARRI), located in the 

Eastern Agro-ecological zone in Serere District, 

21 km south of Soroti Town, and the Nakabango 

Technology Verification Centre in Jinja. 

NaSARRI is the base station responsible for the 

development of improved high-yielding 

groundnut varieties that are resistant/ tolerant to 

pests/diseases, while Nakabango is a technology 

verification center that is in charge of 

conducting adaptive research. Both sites are 

recognized a hotspots for Rosette and leafspot 

diseases (Okello et al., 2010b, 2021).   The data 

collection process was guided by groundnut 

rosette disease research experts from the two 

hotspot centers. Field tours were conducted with 

the experts, and this included observing 

groundnuts at different growth stages.  

Groundnut images of groundnut crops infected 

with groundnut rosette were taken using a 

digital camera with 2268x4032 pixels 

resolution. The severity level of the groundnut 

rosette virus disease in the captured images was 

scored by the experts using a scale of 1 to 9, 

where a scale of 1 represents a healthy crop and 

9 severely infected crops (Kayondo et al., 2014). 

A total of 192 images were collected from the 

field, capturing various environmental 

conditions to represent the actual field 

conditions where the model is expected to be 

deployed. Table 2 and Figure 1 show the raw 

dataset and the scale distribution of the 

groundnut rosette disease while Figure 2 shows 

a sample of raw images of groundnut rosette at 

different severity scales. 

       

 

 

 

 



                                                                                       SSENKOOTO ET AL., 2025 

163 
 

  Table 2.  Number of Groundnut rosette virus disease images at different Scales 

Rosette Scale 1 2 3 4 5 6 7 8 9 Total number of images 

Number of 

images 

42 27 8 9 7 11 15 16 57 192 

 
 

  
Figure 1.  Distribution of the groundnut Rosette Severity Scale 

 

 

 
(a) Rosette Scale 1 

 
(b) Rosette Scale 5 

 
(c) Rosette Scale 9 

Figure 2. Sample Images of Groundnut Rosette at different Scales from NaSARRI, Serere 

 

 

Data cleaning and preprocessing. Data 

preprocessing techniques that included image 

resizing and annotation were used to ensure 

that the data were clean, relevant, and in a 

suitable format for model training and 

evaluation. We did data cleaning on the 

collected images and created a labeled dataset 

that was used to train the CNN model and 
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validate the performance of the model.  Figure 

3 provides a block diagram that shows the 

processes involved in the classification of the 

groundnut rosettes into the different severity 

levels. 

 

Figure 3-Block diagram for Groundnut Rosette disease severity level classification using CNN 

 

Data annotation. Since the images were 

captured to mimic the field environment 

where the model would be operating, there 

was a lot of background noise that was 

introduced during the image-capturing 

process. To reduce the background noise, 

data annotation (explaining the meaning) was 

necessary. Data annotation was carried out 

manually using the LabelMe image 

annotation tool (Torralba et al., 2010). Using 

this tool, polygons were drawn around areas 

of interest in the image. For each of the 

bounding boxes, a class label was assigned to 

it that corresponded to the rosette severity 

level of the image being annotated. Since 

some of the rosette scale disease images 

appear the same due to the state of the 

infection that was present, the knowledge of 

the experts in rosette disease was employed to 

help in the detection of the class of the images 

and diseased parts of the plant. Figure 4 

shows a sample of the annotated image of 

groundnut rosette scale 5.  
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Figure 4. Sample of groundnut rosette scale 5 annotated image 

 

Model architecture.  In this work, the 

YOLOv8 (the 8th version within the YOLO 

family of deep learning models) object 

detection algorithms were employed during 

the training of custom groundnut rosette 

disease severity detection and classification. 

The model was developed by Ultralytic 

(Vijayakumar and Vairavasundaram, 2024) 

and released in January 2023. YOLOv8 is built 

on the same backbone architecture as 

YOLOv5 but with some modifications. 

YOLOv8 utilizes the C2f (cross-stage partial 

bottleneck with two convolutions) module for 

visual feature extraction and the spatial 

pyramid pooling fast (SSPF) layer for pooling 

features into a fixed-size feature map, which 

enables the expedition of model computation. 

Within the YOLOv8 model architecture, every 

convolution was complemented by a batch 

normalization and SiLU (Sigmoid Linear 

Unit) activation. Using this implementation, 

the head of the model was decoupled to handle 

object-oriented tasks independently (Terven et 

al., 2023). YOLOv8n, which is ideal for 

customization, detecting very small objects, 

and is easily supported on edge devices, was 

used. A range of five scaled versions of 

YOLOv8 were offered and included: 

YOLOv8n (nano), YOLOv8s (small), 

YOLOv8m (medium), YOLOv8l (large), and 

YOLOv8x (extra-large).  

Model training. In the training, the dataset 

was split into 80% training, 10% testing set, 

and 10% validation set.  To retain information 

present in the images as the training 

progresses, the distinct block processing 

technique was applied. The technique was 

employed due to its previous successes in 

retention of information and has been used 

successfully for various previous disease 

classification tasks, such as Cassava mosaic 

disease classification (Oyewola et al., 2021). 

We utilized the Adam optimizer with a decay 

of 1e-5 for training the YOLOv8 model. The 

image sizes used for training and validation 

were set at 640. The YOLOv8 model was 

implemented using Ultralytics 
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YOLOv8.0.137, Python-3.10.12. The training 

process consisted of 100 epochs. Each batch 

size was set at 4.  

 

RESULTS and DISCUSSION 

Model performance is assessed based on 

precision, recall, and F1-score, providing a 

comprehensive appreciation of its reliability 

and usefulness. High precision scores imply 

that when the model detects the disease, there's 

a strong likelihood that the detection is correct, 

minimizing false alarms. Precision represents 

the reliability of the model in identifying 

groundnut rosette diseases. The results, as 

shown in Figure 5, summarize the 

effectiveness of the groundnut rosette disease 

detection model evaluated using precision, 

recall, and mean Average Precision (mAP). 

 Precision score as shown in Figure 5(a) 

ensures minimal false alarms by measuring the 

proportion of true positives in detections, 

reflected by a consistently high precision 

curve. Precision represents the reliability of 

the model in identifying groundnut rosette 

diseases. Recall that as shown in Figure 5(b) 

measures the model’s capability to identify all 

groundnut rosette diseases reflects the 

comprehensiveness of the model in 

recognizing the complete set of diseases.   

The Recall Precision curve (Figure 5(c)) is 

plotted with Recall as the horizontal axis and 

Precision as the vertical axis, making it 

particularly effective in evaluating the 

performance of a classifier on imbalanced 

datasets. Precision represents the proportion of 

samples predicted as positive by the classifier 

that are positive, while Recall represents the 

proportion of actual positive samples that are 

correctly predicted as positive by the classifier. 

The closer the curve is to the top-right corner, 

the better the performance of the classifier, 

indicating its ability to accurately identify 

diseased samples while minimizing 

misclassification of non-diseased samples. As 

can be seen from Figure 5, the recognition 

accuracy of each category is relatively good. 

By analyzing the PR curve and the accuracy 

legend, we can effectively evaluate the 

performance of the classifier on the datasets, 

providing strong support for the performance 

of the algorithm.  

Figure 5(d) shows the F1-confidence curve, 

which combines precision and recall and is a 

measure of balanced performance at different 

confidence levels. The peak indicates the 

confidence level where the model achieves the 

best balance between precision and recall for 

this specific dataset. 

Performance of the model for the various 

groundnut rosette scales was evaluated using 

the confusion matrix. Figure 5 shows the 

confusion matrix of the model with 9 

groundnut rosette scales. The diagonal 

elements represent the number of correctly 

classified samples for each class, while the off-

diagonal elements represent 

misclassifications. The vertical axis (Y-axis) 

stands for the predicted values, which the 

model outputs actually and the horizontal axis 

(X-axis) stands for the true labels, which are 

ground truth values. From the confusion 

matrix, we can see that the model has the 

highest accuracy in classifying Rosette scale 1 

and Rosette scale 5. 

Confusion Matrix.  In the task of groundnut 

rosette disease identification, the confusion 

matrix is an important evaluation tool that can 

visually present the comparison between the 

model’s prediction results and the actual 

labels. The confusion matrix in Figure 6 shows 

the model's performance at different 

groundnut rosette disease scales.  
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(a) Precision-confidence 

 
(b) recall-confidence 

 
(c) Precision-recall Curve 

 
(d) F1-Confidence Curve 

 

Figure 5. The Groundnut Rosette disease detection results on the dataset 
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Figure 6. Confusion matrix normalized visualization 

 

By examining the normalized confusion 

matrix, we can identify which groundnut 

rosette disease scale category the model 

performs well in. Each cell shows how often 

the model confused one groundnut rosette 

disease scale for another, or correctly 

identified it. Each cell in the normalized 

confusion matrix represents the proportion of 

the true category being predicted as a certain 

category. For example, 0.94 "Rosette scale 1" 

instances were correctly identified, while 0.26 

were misclassified. In general, the model 

achieved high accuracy across all groundnut 

rosette scales, and this indicates that the 

YOLOv8 groundnut rosette disease diagnosis 

model possesses high accuracy in feature 

extraction and classification. Table 3 

illustrates the precision, recall, and mean 

Average Precision (mAP) of each class in the 

model. 
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Table 3. Performance Evaluation Metrics on Dataset

Rosette 

Scale 

1 2 3 4 5 6 7 8 9 

Precision  0.836 0.776 0.889 0.847 0.834 0.904 0.809 0.634 0.895 

Recall 0.906 0.776 0.84 0.69 0.851 0.681 0.712 0.85 0.81 

mAP50 0.926 0.832 0.942 0.736 0.908 0.8 0.767 0.845 0.89 

mAP50-95 0.498 0.481 0.533 0.471 0.518 0.388 0.454 0.49 0.566 

 

In order to verify the accuracy of the 

groundnut rosette disease diagnosis model in 

this study in recognizing groundnut rosette in 

the groundnut fields in the season of planting 

groundnuts under natural conditions, two 

images Figure 7(a) and Figure 8(a), were 

randomly selected for target detection. The 

detection effect is shown in Figure 7(b) and 

Figure 8(b), in which it can be seen that the 

model exhibits a good recognition ability in 

the groundnut field. In summary, the model in 

this study shows good recognition ability and 

can effectively detect groundnut rosette 

disease in groundnut fields in the natural 

environment. 

Deployment. After training the model, we 

converted it to TFLite format so that it can be 

imported into a mobile application, which can 

run on both Android and iOS devices. Figure 

9 shows the results of the integrated model 

into the mobile application, and the model 

exhibited a reliable diagnosis result with 

corresponding confidence values. 

TensorFlow Lite is a lightweight solution for 

mobile and embedded devices, derived from 

TensorFlow. It enables on-device machine 

learning inference with low latency and a 

small binary size. TensorFlow Lite also 

supports hardware acceleration with the 

Android Neural Networks API. This Tflite 

model can then be integrated into mobile 

applications for use by farmers or agricultural 

extension workers in mobile devices such as 

smartphones to be used for real-time 

monitoring and early warning of groundnut 

rosette disease so that necessary prevention 

methods be applied. In addition, with the 

ability of the mobile App to detect groundnut 

rosette disease, farmers can easily select 

healthy cultivars that are resistant to this 

disease. 

 

 
Figure 7(a). Original Image. 

 
Figure 8(a). Original Image. 
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Figure 7(b). Image Prediction. 

 
Figure 8(b). Image Prediction. 

 
 

Figure 9. Model Deployment on Mobile application 

 

CONCLUSION 

This paper details opportunities artificial 

intelligence has for diagnosing groundnut 

rosette disease which is the main purpose of 

the model. It is worth noting that agriculture 

remains a critical sector for the African 

context. The results show a valuable approach 

that supports accurate detection of the 

diseased leaf. The groundnut rosette disease 

was classified into different scales from scale 

1 through scale 9. An image processing 

technique was applied to detect the affected  

 

part of the leaf from the input image. This 

model can be integrated into mobile 

applications for use by farmers or agricultural 

extension workers in mobile devices such as 

smartphones to be used for real-time 

monitoring and early warning of groundnut 

rosette disease recognition, so that necessary 

prevention methods can be applied. The 

deployed model on the mobile phone 

exhibited reliable diagnosis results on the test 

field image data. 
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